
Locator –  Identifier S plit (LIS )
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LIS : Introducing Notion of an Endpoint (Vis ion)
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LIS : Endpoints  (Vis ion Definition)

● Endpoint is defined as a logical object term inating 
com m unication and handing in payload to an application for 
application specific processing

● Endpoint is required to have capability of being attached to 
different access networks, IP networks and any virtual overlay 
networks operated above physical infrastructures

● End point is required to have capability of changing its 
attachm ent to any of the above m entioned networks while 
providing undisrupted com m unication on behalf of applications

● M obility is viewed as the system  capability to change binding 
between a m ovable object – endpoint and dynam ically 
changing network specific ID, e.g. IP address
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LIS : Endpoints  (Back to the Reality)*

● The notion of “com m unicating endpoint” is pretty m uch about 
networked objects and their nam ing

● Bindings and nam e spaces

– The association between a nam e and an object is called a "binding"; bindings 
m ay also m ap from  one kind of nam e for an given object, to another nam e

– It is im portant to realize that a single instance of an object (i.e. a m em ber of 
an "object class") m ay have m ore than one nam e

● Structure and Representation of Nam es

– Nam es m ay have m ultiple "representations", or ways of encoding the sam e 
individual nam e

– A collection of bindings in which a system  records and looks up the 
connections is called a "context"

* Based on J. Noel Chiappa “Endpoints and Endpoint Nam es: A Proposed
  Enhancem ent to the Internet Architecture”. 
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LIS : Endpoints  Examples  in TCP/IP S tack

● IP Addresses

– Used directly by the routers, as the data in the packet which the 
routers look at to forward (i.e. process) user data packets.

– Used to nam e the place in the internetwork (i.e. the destination) to 
which the packet is to be directed to; i.e. the place in the internetwork 
where that host is connected; this is referred to as the "network 
attachm ent point", or "interface").

– Used to nam e the host which is doing the end-end com m unication. 
They are the only inform ation identifying the hosts on each end which 
appear in any TCP/IP packet headers. They are thus part of the 
identification of a TCP connection, together with a TCP port (which 
sim ply disam biguates am ong m ultiple TCP connections on a single 
host)

– In fact, however, IP addresses are basically the only nam e used 
throughout the TCP/IP architecture
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Naming and Address ing: What to Name?

S tatic/Pers is tent Name vs . Dynamic/Changeable 

http://

Service
Name

Static

www.com puter.com

Computer
Name

Dynamic

/what/ever/directory/

Directory Path
Name

Dynamic

file.htm l

File
Name

Dynamic

Dynamic

Mapped to
Port Number

Mapped to
IP Address

Static

Think of two issues:
1. Naming and Addressing
2. Dynamic Bindings



11/17/08 yuri.ismailov@ericsson.com 7

LIS : Naming and Address ing References
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Calif., 1978.
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LIS : Problems  With the Exis ting IP Object Naming

● The fact is that one nam e (the IP address) is used to 
identify two com pletely different things (the host and the 
interface) [AKA Sem antic Overloading]

● According to Saltzer (see References)

– "One way or another, the perm anent binding of attachm ent point 
nam e to [host] nam e has m ade som e function harder to 
accom plish...."

● Problem s with m obility arise in the first hand

● A new fundam ental object - the Endpoint is needed

● An endpoint is a new concept, a fundam ental object of 
networking, and requires an independent existence
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LIS : What To Use As  an Endpoint Name

● For exam ple, Uniform  Resource Nam es (URN)

• Uniform  Resource Nam es (URN) are intended to serve as 
persistent, location-independent, resource identifiers and are 
designed to m ake it easy to m ap other nam e spaces (which 
share the properties of URN) into URN-space. [RFC 2141, 
“URN Syntax”]

• In addition to locating resolvers, the NAPTR provides for other 
nam ing system s to be grandfathered into the URN world, 
provides independence between the nam e assignm ent system  
and the resolution protocol system  and allows m ultiple 
services (Nam e to Location, Nam e to Description, Nam e to 
Resource, … ) to be offered [RFC 2168 “Resolution of URI 
using the Dom ain Nam e System ”]
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Naming, Naming, Naming, ...
● How would a stack nam e im prove the overall functionality of the 
Internet?

● W hat does a stack nam e look like?

● W hat is its lifetim e?

● W here does it live in the stack?

● How is it used on the end-points?

● W hat adm inistrative infrastructure is needed to support it?

● W hat would the resolution m echanism s be, or what characteristics 
of a resolution m echanism s would be required?

Lear, E. and R. Drom s, "W hat's In A Nam e: Thoughts from  the NSRG", W ork in Progress, 
Septem ber 2003
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LIS : Exercise

● W hat is used as an endpoint nam e in M IPv4/6?

● How does the endpoint for M IPv4/6 look like?

● Draw the picture thinking of endpoints, nam es, 
dynam ic/static bindings, state which has to be preserved 
and anything else you would like
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S emantic Overloading of IP Addresses

Network Layer (Home Address)

Transport Layer

SAP = Care-of-Addresses

Single SAP = Home Address

Network Layer (Care-of-Addresses)
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Forgotten InterNetworking Layer

InterNetwork Layer 

Transport Layer

Network Layer 

Link Layer 

Physical Layer 

● Cerf V., Cain E. �The DoD 
Internet Architecture M odel, 
Com puter Networks 7, O ctober 
1983, pp. 307 � 318.
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LIS : MIPv4/6 Endpoint
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LIS : S olution Examples

● W alk through two m ajor solutions

– Level 3 M ulti-hom ing Shim  Protocol for IPv6 (SHIM 6)

● Step aside to m ulti-access and IETF M EXT activities

– Host Identity Protocol (HIP)
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Level 3 Multi-homing S him Protocol for Ipv6
(S HIM6)
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S HIM6: Overview

● The draft “Shim 6 Protocol”defines the Shim 6 protocol, a 
layer 3 shim  for   providing locator agility below the 
transport protocols, so that m ulti-hom ing can be provided 
for IPv6 with fail-over and load sharing properties

● The Shim 6 protocol is a site m ulti-hom ing solution in the 
sense that it allows existing com m unication to continue 
when a site that has m ultiple connections to the internet 
experiences an outage on a subset of these connections 
or further upstream .  However, Shim 6 processing is 
perform ed in individual hosts rather than through site-wide 
m echanism s.
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S HIM6: Multi-Homing vs  Multi-Access

Backbone

ISP ISP

Backbone

ISP ISP

ISP

M ulti-Prefixed M ulti-Interfaced Com bination of both
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S HIM6: Overview

● Locators as Upper-layer Identifiers (ULID)

– The approach does not introduce a new identifier nam e space 
but instead uses the locator that is selected in the initial contact 
with the rem ote peer as the preserved Upper-Layer Identifier 
(ULID)

– The ULID selection is perform ed as today's default address 
selection as specified in RFC 3484

– Using one of the locators as the ULID has certain benefits for 
applications which have long-lived session state
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S HIM6: ID-Locator S plit Approach

Sender Receiver

src = ULID(A)
dst = ULID(B)

src = ULID(A)
dst = ULID(B)

src = Loc(A)
dst = Loc(B)

src = Loc(A)
dst = Loc(B)

SHIM MAPPINGSHIM MAPPING

Identity

Locator
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S HIM6: S ub-Layer Placement

IP Endpoint Sublayer

AH ESP Frag/Reassembly Destination Options

Multi6 SHIM

IP Routing

TCP UDP DCCP

Transport Protocols

…
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S HIM6: Architecture

LOCATORS

IDENTIFIERS

Transport

IP

SHIM

Transport

IP

SHIM

● Initial Contact

– No SHIM  state active

– Locator Selection using RFC 3484

– Locators and Identifiers are equivalent
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S HIM6: Architecture

● SHIM 6 Activation

– SHIM 6 active
– Current Locators Set exchanged
– Locators and identifiers are equivalent

LOCATORS

IDENTIFIERS

Transport

IP

SHIM

Transport

IP

SHIM

[Context]
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S HIM6: Architecture

● SHIM 6 Locator Failure and Recovery

– Detect Locator Failure
– Explore for functioning locator pair
– Use new locator pair, preserve identifier pair

LOCATORS

IDENTIFIERS

Transport

IP

SHIM

Transport

IP

SHIM

[Context]

Reachability Exchange
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S HIM6: Control Elements

● Initial handshake (4-way) and locator set exchange
● Locator list updates
● Explicit locator switch request
● Keep-alive
● Reachability probe exchange
● No-Context error exchange
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S him6: S tate Maintenance

● Detecting network failure
(How does a host know that its time to use a different source and/or destination locator? )

– Single per-endpoint state vs per session state
– Heartbeat within the session
– Shim  heartbeat
– M odified transport protocol to trigger locator change
– Host / Router interaction to trigger locator change
– Application tim e-fram e vs network tim e-fram e ???
– Failure during session startup and failure following session 
establishm ent
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S HIM6: Not Only Network Failure

● W hy an interface would be changed

– New interface arrival

– Interface rem oval

– Change of interface configuration (m ulti-access vs m ulti-hom ing)

– Change of interface characteristics

– W ireless LAN signal strength goes below threshold
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S HIM6: S tate Maintenance

● Locator Failure Triggers

– Possible triggers include failure of upper level keepalive signal to the SHIM  
layer, explicit trigger from  upper level, ICM P error, explicit SHIM  level 
reachability failure 

● Any or defined subset?

– Re-Hom ing m ay involve exhaustive pair exploration to establish a new viable 
locator pair

● Reactive or Continuous Probe?

– Signal upper level protocol of path state change
● “Active” end state change procedure
● “Passive” end state change procedure
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S HIM6: Endpoint

● W ould it be different as com pared to M IPv6 endpoint? If 
yes then why?
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Multi-Access  Introduction

● Devices with m ultiple interfaces

● Interfaces can be configured and active at the sam e tim e

● Two natural features requiring support for m ulti-access 
devices

– Possibility to m ove flows (e.g. TCP connections) between 
interfaces (change of characteristics, wireless coverage outages, 
etc.)

– Possibility to send traffic sim ultaneously through m ultiple 
interfaces (Per flow basis? Per packet basis?)

● M ulti-access is the use case for m obility

● Each interface can be m obile independently on each other
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Multi-Access : Goals

● Ubiquitous Access *
● Flow Redirection *
● Reliability *
● Load Sharing *
● Load Balancing *   
●  Preference Settings *
●  Aggregate Bandwidth *
● S ecurity (DoS  prevention)

* T. Ernst, N. M ontavont, R. W akikawa, C. Ng, K. Kuladinithi “M otivations and Scenarios for 
Using M ultiple Interfaces and G lobal  Addresses”. draft-ietf-m onam i6-m ultihom ing-
m otivation-scenario-03.txt, M ay 3, 2008
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Multi-Access : Multiple CoA Regis tration

● According to the current M obile IPv6 specification, a 
m obile node m ay have several care-of addresses, but 
only one, called the prim ary care-of address, that can be 
registered with its hom e agent and the correspondent 
nodes

● Binding Identification num ber (BID)

– The BID is an identification num ber used to distinguish m ultiple 
bindings registered by the m obile node on behalf of a single 
Hom e Address

– It is a new nam ing com ponent for an ongoing session

R. W akikawa (Ed), V. Devarapalli (Ed), T. Ernst, K. Nagam i “M ultiple Care-of Addresses 
Registration”. draft-ietf-m onam i6-m ultiplecoa-10.txt, Novem ber 4, 2008
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Multi-Access : Multiple-CoA Regis tration

Internet

HA

CN

M N

CoA1

CoA2

CoA3

Binding [2001:db8::EUI  CoA  BID1]
Binding [2001:db8::EUI  CoA  BID2]
Binding [2001:db8::EUI  CoA  BID3]

Hom e Agent Bindings

Binding [2001:db8::EUI  CoA  BID1]
Binding [2001:db8::EUI  CoA  BID2]
Binding [2001:db8::EUI  CoA  BID3]

Correspondent Node Bindings

Hom e Address: 2001:db8::EUI
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Multi-Access : Packets  on Different Interfaces

● W e need to inspect every packet

– Recall XFRM  fram ework. Choice and ordering of the functions to be applied 
to a packet satisfying som e criteria

● W e need criteria m atching the packet

– Docum ent “Flow Distribution Rule Language for M ulti-Access Nodes” defines 
a language for flow distribution based on m ultiple criteria

– Exam ple of rules, which can be constructed using the language

● tcp peer port 80 on 13 (Send HTTP traffic to peer using path 13)

● udp local port 49724 peer “IPAddr” port 56512 on 800

– Path Num ber is equivalent to BID and defines which interface the traffic 
should be sent through

● W e need binding to an interface dependently on the criteria 
fulfillm ent

– These are path/binding ID distributed am ong involved nodes
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Multi-access : Rules  and B indings

● Rules and bindings have to be exchanged between all 
involved nodes (M N, CN, HA)

● W hy do we need them  both?

● Rules and bindings m ay be changed independently on each 
other

– Assum e we have a single active interface carrying all traffic. Rules and 
bindings are synchronized between M N and HA. Yet another interface 
becom es active at a tim e, however, we want to keep all traffic as it was 
previously. Result: Bindings have to be updated but not rules.

– Assum e we have two active interfaces and traffic from  different 
applications is split between them . Due to som e reason there is a need 
to m ove traffic from  one application  between active interfaces. Result: 
Rules have to be updated but not bindings
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Multi-Access : MIPv6 Extens ion

Ether …WLAN PPP MIP Iface

Routing
Table

Default route 
points to M IP 
interface

HoA Configured

IP Layer

MIPv6 Sublayer

XFRM

Packet Inspection

Applying Rules

Applying rules m eans 
correct destination 
address in the outer IP 
header (if HA us used)

● W ill this work? Is there 
som ething m issing?

● Hint:

– Can we m ake it with a 
single routing table?

● It looks like that a separate 
routing table required per 
interface
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Multi-Access : S HIM6 vs  MIPv6 + MEXT

● W hat is the conceptual difference between site m ulti-
hom ing and host m ulti-hom ing?

● W hat can we do with SHIM 6 and cannot do with M IPv6 + 
M EXT?

● And finally, the favorite question: How does the M IPv6 + 
M EXT endpoint look like?
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Multi-Access : MIPv6+MEXT Endpoint
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Host Identity Protocol (HIP)
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HIP: B indings

Bindings in the
current architecture

Process Socket

IP Address

End Point

Location

Bindings in the
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HI
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HIP: Bas ics

● An independent nam e space for com puting platform s 
(synonym  of end-points) could be used in end-to-end 
operations independent of the evolution of the 
internetworking layer and across the m any internetworking 
layers

● Such a nam e space (for com puting platform s) and the 
nam es in it should have the following characteristics:
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HIP: End-Point Names  Characteris tics

● The nam e space should be applied to the IP 'kernel'.  The 
IP kernel is the 'com ponent' between applications and the 
packet transport      infrastructure

● The nam e space should fully decouple the internetworking 
layer from  the higher layers.  The nam es should replace 
all occurrences of IP addresses within applications (like in 
the Transport Control Block, TCB).  This m ay require 
changes to the current APIs. In the long run, it is probable 
that som e new APIs are needed
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HIP: End-Point Names  Characteris tics

● The introduction of the nam espace should not m andate any 
adm inistrative infrastructure. Deploym ent m ust com e from  the 
bottom  up, in a pairwise deploym ent

● The nam es should have a fixed-length representation, for easy 
inclusion in datagram  headers and existing program m ing 
interfaces (e.g., the TCB)

● Nam e collisions should be avoided as m uch as possible

● The nam es should have a localized abstraction that can be 
used in existing protocols and APIs

● It m ust be possible to create nam es locally.  This can provide 
anonym ity at the cost of m aking resolvability very difficult
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HIP: End-Point Names  Characteris tics

● The nam e space should provide authentication services

● The nam es should be long-lived, but replaceable at any 
tim e

● The only com pletely defined structure of the Host Identity 
is that of a public/private key pair.  In this case, the Host 
Identity is referred to by its public com ponent, the public 
key
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HIP: Naming Architecture
● Host Identifiers

– The only com pletely defined structure of the Host Identity is that of a 
public/private key pair.  In this case, the Host Identity is referred to by its 
public com ponent, the public key

● Storing Host Identifiers in DNS
– The (public) HI is stored in a new Resource Record (RR) type, to be defined

● Host Identity Tag (HIT)
– A Host Identity Tag is a 128-bit representation for a Host Identity. It is created 
by taking a cryptographic hash over the corresponding Host Identifier

●  Local Scope Identifier (LSI)
– A Local Scope Identifier (LSI) is a 32-bit localized representation for a Host 
Identity.  The purpose of an LSI is to facilitate using Host Identities in existing 
protocols and APIs.  LSI's advantage over HIT is its size; its disadvantage is 
its local scope
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HIP: Architecture

Bindings in the
current architecture
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HIP: End-Point
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Locater –  Identifier S plit

Questions and Discussions



Transport Layer Mobility S olutions  (TLMS )



Migrate Approach

● M obility rises five fundam ental problem s*
– Locating the m obile host or service

– Preserving com m unications

– Disconnecting gracefully

– Hibernating efficiently

– Reconnecting quickly

*  Alex C. Snoeren, Hari Balakrishnan, M. Frans Kaashoek. “Reconsidering Internet Mobility”, 
Proc. 8th Workshop on Hot Topics in Operating Systems (HotOS-VIII)



Migrate Approach

● Preserving Com m unications

– Once a session has been established between end points 
(typically applications), com m unication should be robust across 
changes in the network location of the end points

● Hibernating Efficiently

– If a com m unicating host is unavailable for a significant period of 
tim e, the system  should suspend com m unications, and 
appropriately reallocate resources 



Migrate Approach: Des ign Guidelines

● Elim inate Lower-layer dependence from  higher layers

● Do not restrict the choice of nam ing techniques

● Handle unexpected disconnections gracefully

● Provide support at the end hosts



Migrate Approach

● Propose to im plem ent session layer between 
com m unicating applications and transport

● M ain toolkit is a TCP m igration design proposal

– Introduces new state “M igrate W ait” and new TCP option 
“M igrate option” which enables TCP to m ove into this state.

– W hen network is available again TCP can reestablish 
com m unication.

● If network is unavailable for a long period of tim e, session 
layer is capable of preserving the the state and release 
unused resources to the kernel



Migrate Approach: Endpoint

Transport Layer

Network Layer

Phys. Iface
(CoA)

Applications

1

Phys. Iface
(CoA)

Phys. Iface
(CoA)

Creation of 
dynamic binding 

with network 
dependent ID

Communication
S tate

Application
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Network location 
dependent nam e

Applications Applications

Session Layer

Network Layer Network Layer
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Transport Layer Mobility S olutions

Questions and Discussions 
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Stream  Control Transm ission Protocol (SCTP)
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S tream Control Transmiss ion Protocol

● Not directly designed for m obility

● M otivation is lim itations of TCP for som e applications

– TCP provides both reliable data transfer and strict order-of-transm ission 
delivery of data.  Som e applications need reliable transfer without sequence 
m aintenance, while others would be satisfied with partial ordering of the data.  
In both of these cases, the head-of-line blocking offered by TCP causes 
unnecessary delay

– The stream -oriented nature of TCP is often an inconvenience. Applications 
m ust add their own record m arking to delineate their m essages, and m ust 
m ake explicit use of the push facility to ensure that a com plete m essage is 
transferred in a reasonable tim e

– The lim ited scope of TCP sockets com plicates the task of providing highly-
available data transfer capability using m ulti-hom ed hosts

– TCP is relatively vulnerable to denial-of-service attacks, such as SYN attacks
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S CTP: End-Point Description

● SCTP endpoint: The logical sender/receiver of SCTP 
packets.  On a m ulti-hom ed host, an SCTP endpoint is 
represented to its peers as a com bination of a set of 
eligible destination transport addresses to which SCTP 
packets can be sent and a set of eligible source transport 
addresses from  which SCTP packets can be received.  All 
transport addresses used by an SCTP endpoint m ust use 
the sam e port num ber, but can use m ultiple IP addresses.  
A transport address used by an SCTP endpoint m ust not 
be used by another SCTP endpoint.  In other words, a 
transport address is unique to an SCTP endpoint
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S CTP: Functional View

Path Management

Sequenced Delivery
Within Streams

Packet Validation

Chunk Bundling

Acknowledgment and
Congestions Avoidance

User Data
Fragmentation

Association
Startup and
Taking Down
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S CTP: Mobility Related Protocol Features

● SCTP association creation allows exchange of valid IP 
addresses for this association

● Upper layer protocols (applications) m ay specify 
addresses to use

● Protocol supports failover from  an inactive destination 
address

● However, the protocol does not support change of IP 
associated addresses during ongoing session

– Som e proposals exist, e.g. W ei Xing, Holger Karl, Adam  W olisz, 
Harald M uller “M -SCTP: Design and Prototypical im plem entation 
of an End-To-End M obility Concept”, Proc. of 5th Intl. W orkshop 
The Internet Challenge: Technology and Applications, Berlin, 
G erm any, Oct. 2002
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